
SEVILMIS, KIMIA: SHAPE-BASED IMAGE CORRESPONDENCE 1

Shape-based Image Correspondence
Supplementary Material
Berk Sevilmis
berk_sevilmis@brown.edu

Benjamin B. Kimia
benjamin_kimia@brown.edu

LEMS
Brown University
Providence, RI 02912 USA

1 Optimization
To introduce shape constraints into the Patch Match algorithm [2], the initial correspondence,
also known as the nearest neighbor field, of point p, T 0(p), is defined by a conditional ran-
dom assignment such that "cross-talk" is prevented, i.e., the assignment is accepted only if
L(p) = L̄(T 0(p)). In iteratively improving the initial correspondence, we implement condi-
tional propagation to prevent "cross-talk", i.e.,

T i+1(p) = T i( argmin
p̂|(p,p̂)∈E

fdata(NM(p),NM(T i(p̂)+(p− p̂))) )+(p− p̂) =⇒ L(p) = L̄(T i(p̂∗)+(p− p̂∗))

(1)
where p̂∗ is the argument achieving the minimum. Conditional random search follows simi-
larly.

An additive shape-based energy term can be introduced into the variational formulations
of SIFT Flow [9], DSP [7] and SSF [11] or it can be readily incorporated into their default
data term. We opt for the latter and hence obtain a conditional data fidelity term, i.e.,

fdata(NM(p),NM̄(T (p))) =

{
‖SD(NM(p))−SD(NM(T (p)))‖α , L(p) = L̄(T (p))
β , L(p) 6= L̄(T (p))

. (2)

α = 1, β = (255) · (128) are used in SIFT Flow [9] and SSF [11] whereas α = 2, β =√
(255)2 · (128) are used in DSP [7]. Using unsigned 8-bit integers, β represents the maxi-

mum possible SIFT descriptor [10] difference. We optimize the modified energy functional
using loopy belief propagation.

2 Training Object Proposal Ranker
We use the publicly available implementations of R-CNN [6], MCG [1] and CPMC [3].
Starting from the network parameters of [8], R-CNN [6] fine-tunes the CNN parameters to
establish object detection on 20 PASCAL object categories [5]. It provides bounding box
detections. MCG [1] and CPMC [3] output category independent object proposals, in the
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(a) (b)
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Figure 1: Object localizations. The bounding box in red represents the detection output by
R-CNN [6]. (a) Object is wrongly detected. (b) Object part is detected. (c) Object is detected
but bounding box is not tight. (d) Object is detected with tight bounding box.

form of segmentations, along with a ranker trained in a category independent fashion and
also use PASCAL datasets [5] for hyperparameter tuning of their pipelines. In order not
to affect our conclusions, we only experiment with CUB-200-2011 dataset [12] on which
MCG [1] and CPMC [3] algorithms have not been trained. Since "bird" is among the 20
object categories in the PASCAL dataset [5], we output the highest scoring bounding box in
bird category to localize birds in image pairs taken from CUB-200-2011 dataset [12]. Fig. 1
demonstrates four such possible resulting localizations.

During test time which of the object localizations we operate on is unknown. Hence it is
necessary to robustly propose shape constraints, using segmentations provided by MCG [1]
and CPMC [3], while taking the possible localizations, provided by R-CNN [6], of the object
into consideration. This constitutes an optimization problem, picking the object proposal
achieving the highest Jaccard index with the ground truth segmentation of the object from
a set, with prior localization which we tackle as follows. For the case shown in Fig. 1a, it
is most wise to fully resort to ranker decisions provided by MCG [1] and CPMC [3] as the
object is wrongly detected. Similarly for the case shown in Fig. 1c, as the detected bounding
box is not tight, any measures such as recall, precision used to pick the object proposal can
end up having background clutter or might not fully delineate the object from the background
respectively. The case shown in Fig. 1b represents an object part detection. It is reasonable to
pick a proposal which is ranked high by the default rankers of MCG [1] and CPMC [3], and
having a high recall with the bounding box output by R-CNN [6]. Using recall as a measure
helps select those proposals that successfully delineate the object from the background as
the region enclosed by the bounding box provided by R-CNN [6] would be a subset of the
region enclosed by bounding boxes of such proposals. Finally Fig. 1d shows a successfully
localized object with tight bounding box. In such a case, the object proposal whose bounding
box achieves the highest Jaccard index with the bounding box provided by the R-CNN [6]
can be safely picked.

We retrain object proposal rankers accounting the localization ambiguities and the above-
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mentioned strategies. We pick 5 object proposals for each case from MCG [1] and CPMC [3]
totaling 30 proposals per image and train a structured prediction framework using the fea-
ture space representation of [3] as explained in the body of our work. During test time, the
top ranked proposal within a set of 30 proposals from each image is then used as a shape
constraint.

3 Additional Results
We provide several other visual results for subsections in the paper.

Exploring the role of shape in image correspondence:
The per part dense correspondence performances of object classes in the PASCAL-Part
dataset [4] are given in Figs. 2, 3, 4 and 5 whereas additional visual dense correspondence re-
sults using CUB-200-2011 dataset [12] and PASCAL-Part dataset [4] are shown in Figs. 6, 7,
and 8 respectively. The abbreviations of part names follow the PASCAL-Part dataset [4].
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Figure 2: Per part Jaccard index performances of object classes in the PASCAL-Part
dataset [4].
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Figure 3: (cont.) Per part Jaccard index performances of object classes in the PASCAL-
Part dataset [4].
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Figure 4: (cont.) Per part Jaccard index performances of object classes in the PASCAL-
Part dataset [4].
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Figure 5: (cont.) Per part Jaccard index performances of object classes in the PASCAL-
Part dataset [4].
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Figure 6: A qualitative result from the CUB-200-2011 dataset [12]. First row shows
the target and source images with ground truth segmentations marked in red along with the
target and source image part locations. Second and third row show the warped source image
using the default settings and with shape constraints respectively. The expectation is that the
warped source image reconstructs the target image with the appearance of the source image.
The fourth and fifth row show the matchings of the target image part locations on the source
image using the default settings and with shape constraints respectively. Ideally, these should
be equal to the source image part locations shown in first row fourth column.
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Figure 7: A qualitative result from the PASCAL-Part dataset [4]. First row shows the
target and source images with ground truth segmentations marked in red along with the target
and source image part masks. Second and third row show the warped source image using the
default settings and with shape constraints respectively. The expectation is that the warped
source image reconstructs the target image with the appearance of the source image. The
fourth and fifth row show the part mask transfer from the source image to the target image
using the default settings and with shape constraints respectively. Ideally, the part masks
transferred from the source image should coincide with the part masks of the target image.
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Figure 8: A qualitative result from the PASCAL-Part dataset [4]. First row shows the
target and source images with ground truth segmentations marked in red along with the target
and source image part masks. Second and third row show the warped source image using the
default settings and with shape constraints respectively. The expectation is that the warped
source image reconstructs the target image with the appearance of the source image. The
fourth and fifth row show the part mask transfer from the source image to the target image
using the default settings and with shape constraints respectively. Ideally, the part masks
transferred from the source image should coincide with the part masks of the target image.
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